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ABSTRACT
Reclamation schemes for concurrent data structures tackle the chal-
lenge of synchronizing memory accesses and reclamation. Early
schemes faced a tradeoff between robustness and efficiency: hazard
pointers (HP) bounds the number of unreclaimed nodes, but it is in-
efficient due to per-node protection; and RCU sacrifices robustness
for efficiency as a single thread may block the entire reclamation.
Recent schemes attempt to break the tradeoff by sending signals to
blocking threads to abort their operations. However, they are (1) in-
efficient due to starvation in long-running operations and frequent
signals, and (2) inapplicable to a wide class of data structures.

We design a novel reclamation scheme that overcomes the above
limitations. To address the long-running operations and applica-
bility, we proposeHP-RCU, integrating RCU-expedited traversal
that alternates between HP and RCU phases. To additionally ensure
robustness against stalled threads, we develop HP-BRCU by mod-
ularly replacing RCU with bounded RCU (BRCU) that efficiently
bounds the duration of RCU phases by rarely sending signals. We
show that HP-BRCU is robust, widely applicable, and as efficient as
RCU, outperforming robust schemes across various workloads.

CCS CONCEPTS
•Computingmethodologies→Concurrent algorithms; • Soft-
ware and its engineering→ Garbage collection.
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concurrency, memory management, hazard pointers, read-copy-
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1 INTRODUCTION
Reclamation schemes [1, 2, 8, 18, 19, 25, 31, 32, 35, 36, 40, 43, 45, 48,
50] for concurrent data structures tackle the challenging task of
synchronizing memory accesses and reclamation. Without proper
synchronization, concurrent data structures would incur safety
errors such as use-after-free andmore subtle ABA problems [51]. To
prevent such errors, data structures employ reclamation schemes to
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Figure 1: Throughput and peak number of unreclaimed
blocks of long-running read operations.

retire the unlinked nodes to schedule their reclamation, and protect
the nodes that might be in use to defer their reclamation sufficiently.

Early reclamation schemes face a tradeoff between robustness and
efficiency. Hazard pointers [35, 36] (HP) is robust in that it bounds
the number of retired yet unreclaimed nodes by the number of indi-
vidually protected local pointers. However, HP is not efficient due to
the per-node traversal overhead incurred by individual protection.
On the other hand, RCU [31, 32] provides efficient coarse-grained
protection for local pointers without per-node protections. Nev-
ertheless, RCU is not robust because a single thread that is either
(1) stalled (e.g., preempted) or (2) executing long-running operation
(e.g., long traversal and OLAP [9]) may logically protect all nodes
in the memory, thereby blocking their reclamation.

Several recent reclamation schemes [1, 2, 8, 48, 49] attempt to
break the tradeoff between robustness and efficiency through signal-
based rollback. For efficiency, DEBRA+ [8] and NBR(+) [48, 49]
protect local pointers in a coarse-grained fashion, similar to RCU.
For robustness, upon reaching the batch threshold of retired nodes,
they send signals to blocking threads, forcefully aborting and rolling
back their ongoing operations. This process ensures that old retired
nodes are no longer accessed and thus safe to reclaim.

Problem. However, the coarse-grained signal strategy of DEBRA+
and NBR(+), in fact, sacrifices efficiency for robustness. (1) The
application is made starving in long-running operations, which
continuously roll back without ever reaching completion if the
duration of operations exceeds the signal frequency. For example,
Figure 1 depicts the throughput and peak number of unreclaimed
blocks for long-running read operations under a heavy load of
reclamation. While NBR(+) maintains constant memory usage, its
throughput declines nearly to zero after reaching a specific length of
an operation. (2) The frequent signals degrade the performance. For
each batch, NBR sends expensive signals to all concurrent threads
to abort potentially ongoing operations, whose overhead is not
easily amortized even with a large batch threshold: while it may
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alleviate the overhead of signaling, it increases the cache misses
during traversals and reclamations due to a large memory footprint.

Additionally, DEBRA+ and NBR(+) do not apply to a wide class
of concurrent data structures. DEBRA+ necessitates recovery code
for cleaning up aborted operations, but it remains unclear how
to design this for general data structures. In particular, DEBRA+
does not apply to those data structures that internally use locks [10,
21]. While NBR has wider applicability, it is still limited to access-
aware [46] data structure, where after an operation performs writes,
successive reads during traversal must start only from data structure
entry points. As such, NBR does not apply to data structures such
as the Harris-Michael list [36] and lock-free skip list [22].

Contributions. We present a robust, efficient, and widely applica-
ble [46] reclamation scheme that resolves the above limitations.

In §3, we first build our initial solution HP-RCU that breaks
the tradeoff between efficiency and robustness in a long-running
traversal. Specifically, it alternates between the phases of HP and
RCU during the traversal, which we refer to as RCU-expedited tra-
versal. For efficiency, the majority of traversal steps (i.e., following
links) occur in RCU phases, circumventing most of HP’s per-node
overheads. To address long-running operations, the traversal peri-
odically checkpoints acquired local pointers with HP and re-initiates
the RCU phase, prompting the reclamation process. Moreover, it is
more applicable than HP and NBR because (1) it supports optimistic
traversal [24], and (2) it can resume a traversal not only from the
entry points but also from an arbitrary checkpointed node. Figure 1
demonstrates that HP-RCU maintains consistent throughput while
showing a reasonably bounded memory footprint.

In §4, we develop our full solution HP-BRCU that additionally
provides robustness against stalled threads. We first design bounded
RCU (BRCU), a separate epoch-based RCU implementation [18, 19]
that captures the essence of signal-based rollback to efficiently
bound the duration of critical sections. We then modularly replace
RCU with BRCU in HP-RCU. BRCU’s signaling policy is more ef-
ficient than NBR(+) because it selectively sends signals, targeting
only the slow threads. Indeed, Figure 1 shows that HP-BRCU main-
tains almost the same throughput as HP-RCU, while exhibiting a
comparable memory footprint to HP and NBR(+).

In §5 and §6, we theoretically and experimentally demonstrate
that HP-BRCU is indeed robust; as efficient as RCU, outperforming
the existing robust schemes such as HP, NBR(+), and VBR [45]
for a variety of workloads; and applicable to a wide class of data
structures including Harris’s list [19] with optimistic traversal [24],
Harris-Michael list [34] and Natarajan-Mittal tree [37] with helping,
and lock-free skiplist [22] with reference counting.

In §7, we conclude the paper by discussing related works. To the
best of our knowledge, HP-BRCU is the only scheme that achieves
robustness against stalled threads and long-running operations
while maintaining efficiency (see Table 2 for details).

2 BACKGROUND AND MOTIVATION
2.1 Hazard Pointers
HP [35, 36] guarantees safety by preventing the reclamation of each
thread’s local pointers protected individually. Algorithm 1 presents

Algorithm 1 HP interface and implementation
1: struct Shield
2: function new()→ Shield

3: method protect(ptr: void*)

4: function ProtectFrom<T>(shield: &Shield, src: &Atomic<T>)
5: ptr← src.load()

6: loop
7: shield.protect(ptr); fence(SC)
8: ptr_validate← src.load()

9: if ptr = ptr_validate then return
10: ptr← ptr_validate

11: function Retire<T>(ptr: T*)
12: function Reclaim()
13: take retired pointers; fence(SC)
14: check shields and reclaim unprotected retired pointers

Protected Retired Reclaimed Unmarked Marked

𝑝 𝑞 𝑠𝑟
𝑇!prev curr𝑇"

(a)𝑇2 physically unlinks 𝑞 and 𝑟 .

𝑝 𝑠𝑟
prev curr

𝑞
𝑇"

(b)𝑇 1 protects and accesses 𝑟 .

Figure 2: Use-after-free error of Harris’s list with HP.

HP’s interface and implementation.1 A Shield is a protection slot for
a local pointer to a shared object. A thread may create a new() shield
and protect() a local pointer. However, even after protecting it, a
pointer is still unsafe to dereference because a concurrent thread
may already have Retired and Reclaimed it. To ensure safety, the
thread should validate that the protected pointer is not retired yet.
Validation strategy drastically differs among data structures, and it
is one of the most challenging aspects of using HP [46].

In data structures where each node is unlinked from its prede-
cessor before being retired, it is possible to employ a validation
strategy that simply checks whether the node is still reachable from
its predecessor. The ProtectFrom helper function streamlines pro-
tection validation for those cases. It first loads a local pointer from
a shared source location (line 5). If the pointer remains the same
(line 9) after publishing its protection (line 7), it is reachable from
the source and thus not retired yet. Then even after another thread
Retires that pointer, a subsequent call of Reclaim will observe the
announced protection (line 14), delaying the reclamation.

Tradeoff. HP is robust against stalled threads and long-running
operations: retired nodes remain unreclaimed only if they are indi-
vidually protected by a shield, and the number of shields is bounded
by client data structures. However, HP is not efficient: it degrades
the performance of the original data structure because it incurs
per-node overhead. Specifically, each traversed node needs to be
written to a shield and re-read for validation. We observe that HP
underperforms RCU for read-heavy workloads (see §6).

Moreover, validation makes it challenging to apply HP to highly
efficient optimistic traversal strategy [6, 14, 19, 23, 24, 37, 42] that
follows a link from possibly retired nodes. For instance, Figure 2

1We present all algorithms in Rust-style pseudo codes. We also assume C/C++ memory
model, but omit the release and acquire orderings for concision; and write fence(SC)
for atomic_thread_fence(memory_order_seq_cst).
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Algorithm 2 RCU interface
1: function CriticalSection<R>(body: fn()→ R)→ R

2: function Defer(task: fn())

illustrates a potential problem of applying HP to Harris’s list [19].
Figure 2a: Suppose a thread, say 𝑇1, traverses and protects p and q

and another thread, say 𝑇2, unlinks and retires q and r from the list
at once. Since r is not protected, it can be reclaimed. Figure 2b: But
then 𝑇1 may follow the link from the retired node q to r, leading to
use-after-free error without validation. HP++ [24] generalizes HP
to support optimistic traversal by protecting more nodes (e.g., r by
𝑇2), but its additional protection incurs performance overhead.

2.2 Epoch-Based RCU
RCU [31, 32] is a general task scheduler that applies also to recla-
mation. RCU overcomes HP’s drawback on per-node overhead by
logically protecting multiple nodes in a coarse-grained fashion.
Algorithm 2 presents RCU’s interface. The CriticalSection func-
tion delimits a critical section inside which a thread executes an
operation. A thread may Defer the execution of a task until all
concurrent threads exit their ongoing critical sections. When using
RCU for safe reclamation, a critical section logically protects all
nodes that are reachable from data structure entry points at its
beginning. Once a node becomes unreachable, a thread Defers its
reclamation. It is safe because deferred reclamation will not be exe-
cuted until all ongoing critical sections conclude, and any critical
sections occurring after the deferring cannot reach that node.

Epoch-based RCU implementations [18, 19] ensure Defer’s cor-
rectness with an epoch, a monotonically increasing integer. For ex-
ample, Fraser [18]’s implementation works as follows: (1) a global
epoch is shared across all threads; (2) each critical section starts
with assigning the global epoch to its local epoch; and (3) the epochs
of any concurrent critical sections must differ by at most one. If a
task is deferred at the global epoch 𝑒 , then it is safe to execute it
at the epoch 𝑒 + 2 because all concurrent critical sections with the
local epoch 𝑒 or 𝑒 − 1 must have exited beforehand.

Tradeoff. RCU is efficient and widely applicable: it does not incur
per-node overhead and its coarse-grained protection allows opti-
mistic traversal. However, RCU is not robust against stalled threads
or long-running operations because a single critical section may
logically protect all nodes, thereby blocking their reclamation.

2.3 Signal-Based Rollback
Several recent reclamation schemes overcome the tradeoff between
robustness and efficiency [2, 8, 25, 43, 45, 48, 50], but they have
their own limitations. Here, we focus on the two schemes based
on signal-based rollback that are closely related to our solution
HP-BRCU and discuss the other methods in §7.

DEBRA+ [4, 8] and NBR(+) [48, 49] use signaling (e.g., POSIX
pthread_kill [29]) for robust and efficient reclamation. Similarly
to the efficient RCU scheme, threads in both schemes first enter
a critical section (non-quiescent state in DEBRA+ and read phase
in NBR) that does not require per-node protections. For robust
reclamation of old retired nodes, reclaiming threads may forcefully
abort the other threads within critical sections by sending signals,

which makes the recipient immediately abort the critical section
and roll back, i.e., exit the critical section and re-run the interrupted
task via a non-local jump (e.g., POSIX sigsetjmp).

Efficiency. As we have already discussed in §1, prior reclama-
tion schemes with signal-based rollback sacrifice efficiency for
robustness: (1) DEBRA+, NBR indeed sacrifice efficiency for ro-
bustness suffering from starvation in long-running operations, e.g.,
long traversal or OLAP [9]. This limitation is also applied to other
schemes [25, 45] that involve a strategy of restarting an ongoing
operation. (2) NBR(+) degrades its performance due to its frequent
signals, which are sent to all threads for each batch. While NBR+
alleviates this problem by timestamping signals to piggyback on
other threads’ signals, its overhead of reclamation is not amortized
easily even with a large batch threshold due to the increased cache
misses from a large memory footprint. (see §6 for detail).

Applicability. Since the critical section can be aborted or re-run,
it must not contain any important shared memory modifications
including linearization points to avoid semantics violations.

DEBRA+ requires recovery code to clean up the aborted operation:
upon receiving a signal, the thread quits the critical section, runs the
recovery code, and then restarts the operation. Brown [8] proposes a
recovery strategy for helping-based lock-free data structures whose
operations can be structured as follows: (1) the body of a critical
section publishes an operation descriptor; (2) body’s execution can
be helped by the recovery code or the other threads; and (3) the rest
of the operation is run outside the critical section. Since the helping
procedure may run in recovery code outside critical sections, the
nodes associated with the descriptor are protected in HP shields
before publishing it. However, it is unclear how to apply such a
helping-based recovery strategy to other data structures.

NBR(+) admits a simple recovery strategy by limiting its scope
to so-called access-aware [46] data structures, whose operations are
strictly divided into alternating sequences of read phase and write
phase. The read phase functions as a critical section where only
reads from the entry points are allowed. When transitioning to a
write phase, the necessary nodes are protected in HP shields as in
DEBRA+. This systematic interface allows application to more lock-
free data structures and some lock-based data structures. However,
this requirement makes NBR inapplicable to algorithms that per-
form helping (e.g., physical deletion) during traversal, e.g., Harris-
Michael list [34] and lock-free skip list [22] (see Table 1 for detail).
Specifically, after conducting helping writes, it must restart the
entire traversal because it cannot resume from the protected nodes.

3 HP-RCU: OPTIMIZING HAZARD POINTERS
WITH RCU CRITICAL SECTIONS

3.1 RCU-Expedited Traversal
HP-RCU is a backward-compatible extension of HP that supports
RCU-expedited traversals. It alternates between the phases of HP
(fine-grained protection of individual pointers) and RCU (coarse-
grained protection of any reachable pointers) during traversals.
Figure 3 illustrates an example traversal on a linked list. Figure
3a: Initially in an HP phase, the nodes 𝑎, 𝑏 at the entry point of
the linked list are protected by shields. Figure 3b: Entering an
RCU phase, the traversal follows a certain number of links from
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Protected by HP LinkProtected by RCU Validated

𝑎 𝑏 𝑐 𝑑
prev cur

𝑒 𝑓ENTRY (… ) (… )

(a) In a HP phase, 𝑎 and 𝑏 are protected in shields.

𝑎 𝑏 𝑐 𝑑 𝑒 𝑓ENTRY (… ) (… )

prev cur

Advances 𝑛 steps

(b) In an RCU phase, the source 𝑏 is validated; 𝑛 links are followed;
and checkpoint nodes 𝑐 and 𝑑 are protected in shields.

𝑎 𝑏 𝑐 𝑑 𝑒 𝑓ENTRY (… ) (… )

prev cur

Advances 𝑛 steps

(c) Repeats the step (3b) until reaching the destination 𝑓 .

Figure 3: Example RCU-expedited traversal on a linked list.

𝑎, 𝑏 in a critical section. Similar to HP, it validates that 𝑏 is still
reachable from the entry point before following a link from it;
but in contrast to HP, pointers acquired in RCU phases are safe
to dereference without individual protection or validation. Before
exiting the RCU critical section and phase, the traversal checkpoints
ultimately acquired local pointers 𝑐, 𝑑 to use in the next phase, by
individually protecting them with HP shields. However, unlike HP,
the protections do not need to be validated because they cannot
be reclaimed thanks to the RCU critical section (see §3.2 for how it
works). Figure 3c: The traversal continues by alternating between
HP and RCU phases until reaching the destination 𝑓 .

By following themajority of links in RCU phases, HP-RCU avoids
most of HP’s per-node overhead and validation efforts. At the same
time, despite its use of RCU critical sections, HP-RCU enjoys HP’s
robustness against long-running operations when a traversal is
split into multiple critical sections with a bounded number of in-
structions. (See §5 for a more detailed analysis.)

Example. Algorithm 3 presents an RCU-expedited search algo-
rithmTrySearch (line 7) for Harris-Michael list [34], which searches
and protects the position of a key. All RCU critical sections are high-
lighted in green , and HP protections are highlighted in yellow .
The first critical section, triggered in InitCursor (line 14)2, loads
prev from ENTRY, initializes cur (line 16), and protects them with
dedicated shields (line 17). Subsequently, the entire traversal in-
volves iteratively executing Steps (line 18), which advances the
local pointers a bounded number of times. The repetition condition
and validation of cur are highlighted in red . At its beginning,
Steps validates that cur, the source of the ongoing traversal, is not
marked (line 24).3 By observing that cur is not marked, the traversal
ensures that cur is not retired yet and traversal is safe to resume.
Throughout the traversal, when following a link from a local pointer
created within the critical section, the target node, such as next
(line 23), is logically protected by RCU. Upon completing a traver-
sal with a bounded length, it protects the acquired local pointers
which the client will dereference (line 32), and checks whether it has
reached a destination node (line 33). If so, the traversal concludes
by returning whether the key was found.

2While InitCursor is in an RCU phase, it can also be implemented in a HP phase.
3Note that this validation stems from the original data structure implementation.

Algorithm 3 RCU-expedited Harris-Michael list search
1: global variable
2: ENTRY: Atomic<Node*> ⊲ The entry point of the linked list.
3: thread-local variables
4: prev, cur: Node*; prev_s, cur_s: Shield
5: enum StepResult<R>

6: Finish(R), Continue, Fail

7: function TrySearch(key: Key)→ Option<bool>

8: InitCursor() ⊲ Initialize prev and cur by following ENTRY.
9: loop
10: match Steps(key) ⊲ Advance multiple steps at once.
11: case Finish(found) then return Some(found)

12: case Continue then continue
13: case Fail then return None

14: function InitCursor()
15: CriticalSection(𝜆.
16: prev← ENTRY.load(); cur← (*prev).next.load()

17: prev_s.protect(prev); cur_s.protect(cur)) ⊲ Protect within CS (R2)

18: function Steps(key: Key)→ StepResult<bool>

19: return CriticalSection(𝜆.
20: found← None

21: repeatMaxSteps times
22: if cur = ⊥ then break
23: next← (*cur).next.load()

24: if next.tag() ≠ 0 then ⊲ Validation (R1)
25: next← next.with_tag(0)

26: match (*prev).next.cas(cur, next) ⊲ Physical deletion
27: case Ok then Retire(cur); cur← next; continue
28: case Err then return Fail

29: if (*cur).key ≥ key then
30: found← Some((*cur).key = key); break
31: prev← cur; cur← next

32: prev_s.protect(prev); cur_s.protect(cur) ⊲ Protect within CS (R2)
33: if let Some(f)← found then return Finish(f)

34: return Continue)

Algorithm 4 Two-step retirement
1: function Retire<T>(ptr: T*)
2: RCU-Defer(𝜆. HP-Retire(ptr)) ⊲ From Algorithm 1 and Algorithm 2

3.2 Two-Step Retirement
HP-RCU is directly built on top of HP and RCU. In fact, HP-RCU
reuses the original implementations of HP’s Shield, Reclaim and
RCU’s CriticalSection without modifications. Only the Retire
function is reimplemented with HP-Retire4 (Algorithm 1) and
RCU-Defer4 (Algorithm 2), as illustrated in Algorithm 4.

Recall from §2.1 that HP-Retire schedules the reclamation of
an unlinked node until it is no longer protected by any Shields.
However, invoking HP-Retire for unlinked nodes in the presence
of RCU phases leads to use-after-free errors because a traversal
within a critical section follows links without any protections with
HP. To ensure safety, we employ two-step retirement: an unlinked
node’s HP-Retire is RCU-Defered (line 2). Then a Retired pointer

4For clarity, we prepend SMR scheme names to those functions.
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𝑇!: Retire(𝑝) HP-Retire(𝑝)

scheduled defer-executed reclaimed
time

begins
CriticalSection

Shield

ends

protect(𝑝) unprotect()

𝑇":

Reclaim()

hb hb

hb

hb

Figure 4: Timeline of retiring (by 𝑇1) and dereferencing (by
𝑇2) pointer 𝑝. hb stands for happens-before relation.

is eventually Reclaimed after (1) all ongoing critical sections con-
clude (coarse-grained), and then (2) it is no longer protected by any
Shields (fine-grained). As such, a pointer acquired within a critical
section is also safe to dereference without protection. Additionally,
it eliminates the need for validation after protecting a pointer with a
Shield if acquired within a critical section because a critical section
prevents any reachable pointers from being HP-Retired.

Figure 4 presents a timeline example where a reclaimer thread𝑇1
and a reader thread 𝑇2 interact with each other under the two-step
retirement. Thread 𝑇1 Retires a pointer 𝑝 while 𝑇2 is in a criti-
cal section. Due to the ongoing critical section, the execution of
HP-Retire is delayed. Concurrently, 𝑇2 protects 𝑝 within its criti-
cal section, without requiring validation. Once 𝑇2 exits its critical
section, HP-Retire may be executed. But the reclamation of 𝑝 is
delayed again because 𝑇2 has a shield protecting 𝑝 . As a result, 𝑇2
can safely dereference 𝑝 even after a critical section concludes. The
pointer 𝑝 is finally reclaimed after 𝑇2 resets the protection.

3.3 Revalidation
We delve into the safety of RCU-expedited traversals. Resuming a
traversal with RCU phase from arbitrary previously protected nodes
may result in a use-after-free error: if a previously protected node
has already been unlinked from the data structure, the next links
might point to reclaimed memory blocks. As such, at the beginning
of the subsequent critical section, a thread must revalidate that
the previously protected node, from which the traversal is to be
resumed, is not retired yet. Recall from §2.1 that the original HP’s
ProtectFrom also imposes the same requirement of ensuring the
source is not retired.

Notably, in lock-free data structures that incorporate the well-
known technique of logical deletion [19, 22, 34, 37], checkingwhether
a node is logically deleted is sufficient for revalidation. This is be-
cause a logical deletion happens before its physical deletion and
retirement. In the earlier example of the Harris-Michael list (Al-
gorithm 3), the original data structure implementation seamlessly
streamlines revalidation (line 24). It is safe because the traversal is
aborted if it (1) observes a logical deletion status of cur, and (2) fails
to resolve its invalid status through physical deletion. Revalidation
for other data structures can be implemented similarly by checking
logical deletion status. We further formalize the safety requirements
for the RCU-expedited traversal in the latter section (§5).

4 HP-BRCU: BOUNDING CRITICAL SECTIONS
We design HP-BRCU by replacing RCU in HP-RCU with BRCU: a
bounded RCU that captures the essence of signal-based rollback
(§4.1); and improve its efficiency with abort-masking (§4.2) and
ease-of-integration with double buffering (§4.3).

Algorithm 5 Bounded RCU (BRCU)
1: struct Local
2: epoch: Atomic<Epoch>

3: thread: RawThread ⊲ used for sending signal
4: global variables
5: EPOCH: Atomic<Epoch>

6: TASKS: ConcurrentQueue<(fn(), Epoch)>

7: LOCALS: ConcurrentList<Local>

8: thread-local variables
9: local: Local*

10: chkpt: Checkpoint

11: status: Atomic<Status> ⊲ Out (default) | InCs
12: tasks: ArrayVec<fn(), MaxLocalTasks> ⊲ fixed-capacity vector
13: push_cnt: Integer

14: function CriticalSection<R: Copy>(body: fn()→ R)→ R

15: Checkpoint(chkpt) ⊲ e.g., sigsetjmp

16: status.store(InCs); local.epoch.store(EPOCH.load()); fence(SC)
17: result← body()
18: local.epoch.store(⊥); status.store(Out)
19: return result

20: function SignalHandler()
21: if status.load() = InCs then Rollback(chkpt) ⊲ e.g., siglongjmp
22: function Defer(task: fn())
23: tasks.push(task)

24: if ¬ tasks.is_full() then return
25: fence(SC); 𝐸𝑔 ← EPOCH.load(); fence(SC)
26: TASKS.push(tasks.pop_all(), 𝐸𝑔) ⊲ push tasks with tagging epoch
27: push_cnt++

28: for other ∈ LOCALS do
29: 𝐸𝑜 ← other.epoch.load()

30: if 𝐸𝑜 ≠ ⊥ && 𝐸𝑜 < 𝐸𝑔 then
31: if push_cnt < ForceThreshold then return
32: SendSignal(other.thread) ⊲ e.g., pthread_kill
33: push_cnt← 0; EPOCH.cas(𝐸𝑔 , 𝐸𝑔 + 1)
34: execute all tasks from TASKS.pop_all_expired_within(𝐸𝑔 − 1)

4.1 Bounded RCU
The BRCU algorithm inherits the concept of signal-based rollback
from prior schemes, especially NBR(+) [48, 49]. Recall from §2.3 that
the objective of signal-based rollback is to immediately abort on-
going critical sections, allowing others to reclaim nodes. However,
prior schemes suffer from performance degradation due to frequent
signals. We introduce BRCU as an optimized solution that sends sig-
nals selectively to slow threads, providing a significant performance
advantage over NBR(+) (see §6 for performance evaluation).

Requirements. BRCU provides nearly the same methods as the
original RCU (§2.2): CriticalSection and Defer. However, the
body of critical sections can now be aborted midway and rolled
back to the beginning upon receiving a signal. In other words, the
body must not execute any transient shared memory writes such
as lock acquisition or logical modification to a data structure.

Formally, we require that the body of the critical section is abort-
rollback-safe. A region (i.e., a sequence of operations) is rollback-
safe [45] if executing it to completion zero or more times does
not affect the operation’s semantics. In addition, a region is abort-
rollback-safe if (1) it is rollback-safe, and (2) aborting it in the middle
does not affect the operation’s semantics or introduce liveness
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problems, such asmemory leak and deadlock. For a notable example,
a read-only traversal is abort-rollback-safe: restarting the traversal
does not compromise the operation’s semantics (i.e., it eventually
reaches the destination again), and aborting it will not alter the
shared memory. However, Defer is not even rollback-safe as it
modifies the global task registry in a rollback-unsafemanner. On the
other hand, the physical deletion during a traversal (e.g., line 26 in
Algorithm 3) is rollback-safe but not abort-rollback-safe: attempting
the same physical deletion again would simply fail, not modifying
the sharedmemory again, but a memory leak occurs if the operation
is aborted between successful deletion and Defering a reclamation.
For another example, a lock acquisition (e.g., accessing the standard
I/O) is also abort-rollback-unsafe, potentially leading to deadlock if
aborted before releasing the lock.

Rollback-safety implies idempotence, but the converse does not
hold because a rollback-safe operation does not alter the shared
memory (modulo helping), while an idempotent operation may do.

Algorithm. BRCU maintains three internal global variables: the
global epoch, the deferred task set, and the list of Local data for par-
ticipating threads, each comprising a local epoch and the system’s
thread object (pthread_t in POSIX). Each thread maintains five
thread-local variables: the pointer to its Local, the rollback check-
point (sigjmp_buf in POSIX), the status flag indicating whether
the thread is in a critical section (InCs), the deferred task set, and
the number of tasks it flushed to the global task sets.

Algorithm 5 implements BRCU. All interaction steps related
to the signal-based rollback policy are highlighted in cyan . The
CriticalSection method (line 14) starts by creating a checkpoint
(line 15) where the execution will resume upon receiving a signal.
It then sets the status to InCs, indicating that the thread is within a
critical section, highlighted in green where the execution can be
aborted and rolled back at any point. Then it sets the local epoch,
executes the given function, resets the epoch and status, and finally
returns the function’s result (which must not involve heap memory
allocation). When a thread receives a signal, the SignalHandler
(line 20) checks if the current thread is in a critical section, and if
so, rolls back to the latest checkpoint (line 15).5

The Defermethod (line 22) accumulates the given task to the lo-
cal batch (line 23), and if full, it migrates the batch to the global task
set after tagging it with the current global epoch (line 26). It then
attempts to advance the global epoch. If all threads inside critical
sections are with the latest epoch, it increments the global epoch
(line 33) without signals. If there are violating threads, it gives up
advancing until the threshold is reached. Once the threshold is
reached, it forcefully advances the global epoch by aborting the vi-
olating threads’ critical sections with signals (line 32). This ensures
the number of the deferred tasks scheduled by a thread in an epoch
does not exceed the constantMaxLocalTasks×ForceThreshold,
whichwill be utilized in provingHP-BRCU’s robustness (§5). Finally,
it executes the old deferred tasks (line 34).

Our implementation utilizes the SIGUSR1 POSIX signal [30], and
assumes that signals are delivered immediately: the signaled thread
is interrupted before the signaling thread returns from the system
call (see the appendix [27] for details), which holds for Linux [26]
5Every access to status should be wrapped with compiler fences
(atomic_signal_fence in C/C++) to prevent instruction reordering.

and FreeBSD [49]. For systems without such a guarantee, we may
further defer the task execution by interacting with the sched-
uler [4].

4.2 Abort-Masking
We designHP-BRCU bymodularly replacing RCUwith BRCU inHP-
RCU. BRCU-expedited traversal ensures robustness against stalled
threads while still preserving all the benefits of RCU-expedited one,
but additionally requiring abort-rollback-safety (§4.1).

Motivation. Generally, a region becomes abort-rollback-unsafe
because it comprises a write operation such as lock acquisition or re-
tirement. For instance, the traversal of the Harris-Michael list in the
original form is abort-rollback-unsafe due to physical deletion (§4.1).
For this reason, such an algorithm is not supported by DEBRA+
and NBR(+). In contrast, it can be implemented with HP-BRCU
across multiple BRCU critical sections as follows: upon observing a
logical deletion of cur, the traversing thread (1) exits the critical
section after protecting prev and cur; (2) unlinks and retires cur;
and then (3) resumes traversal from prev in a new critical section
that revalidates prev. However, this strategy involves overheads
due to revalidations and critical section re-establishments.

Solution. We further overcome this drawback by equipping BRCU
with abort-masked region that transforms a rollback-safe region
into an abort-rollback-safe one. In an abort-masked region, upon re-
ceiving a signal, the thread does not immediately roll back; instead,
it rolls back at the end of the masked region. Deferring the rollback
is similar to running body outside a critical section. As such, body
should be safe to execute without the protection of a critical section,
e.g., the nodes used in an abort-masked region should be protected
in HP shields before entering the region (see §4.3 for example).

It is straightforward to apply the abort-masking to lock-free data
structures. (1) The user should first identify a sub-region within
the traversal that performs write operations (e.g., physical deletion),
and wrap that sub-region with an abort-masked region (e.g., line 24
in Algorithm 8). Here, it is likely that this sub-region is already
rollback-safe thanks to the concurrent nature of the data structure.
Specifically, the data structure must ensure safety during concur-
rent executions, which implies rollback safety. (2) Then the user
must identify the pointers used in the masked region and protect
them with outliving HP shields before entering the region (e.g.,
line 23 in Algorithm 8). This protection step mirrors the protec-
tions implemented upon exiting the critical section (e.g., line 32 in
Algorithm 3).

Algorithm. Algorithm 6 illustratesmodifications for abort-masking,
highlighted in purple . TheMask function (line 8) creates an abort-
masked region executing body that defers the rollback until it
exits. It first sets the thread’s status to InRm, representing an abort-
masked region, and executes the given body. If the thread receives a
signal in this state, SignalHandler sets the status to RbReq indicat-
ing that rollback was requested, and returns to the original context.
ThenMask tries switching the status from InRm back to InCs. This
should be an atomic CAS because it may race with SignalHandler.
If it fails, the status must be in RbReq, so it Rollbacks to the last
checkpoint. Otherwise, it returns the result of body.
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Algorithm 6 Abort-masking for BRCU
1: thread-local variables
2: status: Atomic<Status> ⊲ Out (default) | InCs | InRm | RbReq
3: . . .

4: function SignalHandler()
5: current← status.load()

6: if current = InCs then Rollback(chkpt)
7: if current = InRm then status.store(RbReq)
8: function Mask<R: Copy>(body: fn()→ R)→ R

9: ⊲ Precondition: called from the body of CriticalSection. ⊳

10: status.store(InRm)
11: result← body()

12: if status.cas(InRm, InCs).is_err() then Rollback(chkpt)
13: return result

4.3 Double Buffering
To facilitate the applicability of HP-BRCU, we present a high-level
API called Traverse that enables users to seamlessly integrate
HP-BRCU into the original traversal algorithm.

In contrast to HP-RCU, HP-BRCU maintains robustness against
long-running operations without explicitly exiting the critical sec-
tion after each checkpoint. This is because a lengthy critical section
will be aborted by other threads, obviating the need for explicit
alternation as in Algorithm 3. But still, periodic checkpointing with
HP in critical sections remains essential to prevent starvation under
long-running operations, where a thread never finishes its opera-
tion indefinitely rolling back to the entry point of the data structure.
However, checkpointing becomes more challenging in that strategy
because the protection of multiple pointers may be aborted in the
middle. If the execution is interrupted during checkpointing, the
collection of shields (i.e., protector) falls to an incomplete state (e.g.,
prev_s protects the latest one, while cur_s does not).

We address the illustrated challenge on checkpointing by employ-
ing double buffering [52]: rather than utilizing only one protector
for checkpointing, we now incorporate another one for backup and
dynamically switch between the two at each checkpoint. Then at
least one is protecting a complete collection of pointers even if a
traversal is rolled back during checkpointing. As such, the traversal
can be resumed by starting from the complete protector.

Algorithm 7 presents the Traverse method that makes interme-
diate backup protections from which the traversal can resume. The
entire traversal is conducted within this function with three argu-
ments: (1) prot, the Protector for the ultimately acquired Cursor,
(2) an init closure that creates the initial cursor from the entry point,
and (3) a step closure that traverses the data structure one step from
the given cursor. Protector generalizes a collection of shields (e.g.,
the pair of prev_s and cur_s) to protect the traversal result of type
Cursor (e.g., the pair of prev and cur). The two functions are called
within critical sections so that BRCU’s requirements apply (§3.3 and
§4.1). These requirements can typically be met in most lock-free
data structures because the following links and reading keys are
already abort-rollback-safe and occasional abort-rollback-unsafe
steps can be conducted within masked regions.

The source of the traversal, src, is initialized by protecting the
Cursor returned from init within a critical section (line 12). Then
prots, curs, and the current index of the synchronized pair comp_idx

Algorithm 7 The Traverse API for HP-BRCU
1: trait Validatable ⊲ e.g., a set of dereferenceable pointers.
2: method validate()→ bool

3: trait Protector ⊲ e.g., a set of shields.
4: type Cursor: Validatable + Copy ⊲ a target cursor for this protector.
5: function new()→ Self

6: method protect(cur: &Cursor)

7: enum StepResult<C, R>

8: Finish(C, R), Continue(C), Fail

9: function Traverse<P: Protector, R: Copy>(prot: &P,
init: fn()→ P::Cursor

step: fn(P::Cursor)→ StepResult<P::Cursor, R>

)→ Option<(P::Cursor, R)>

10: extra← Protector::new()

11: src← CriticalSection(𝜆.
12: s← init(); extra.protect(s); return s) ⊲ Initialize the first cursor.

13: prots← [&extra, prot]; curs← [src, ⊥]
14: comp_idx← 0 ⊲ Always points to a complete buffer.
15: result← CriticalSection(𝜆.
16: cur← curs[comp_idx mod 2]

17: if ¬ cur.validate() then return None

18: for i = 1, . . . do
19: s_res← step(cur) ⊲ Advance a step forward.
20: if let Finish(c, _) = s_res | Continue(c) = s_res then cur← c

21: if s_res.is_finish() || i mod BackupPeriod = 0 then
22: prots[(comp_idx + 1) mod 2].protect(cur)

23: curs[(comp_idx + 1) mod 2]← cur

24: comp_idx++ ⊲ The next buffer is now complete.
25: if let Finish(c, r) = s_res then return Some((c, r)))
26: if comp_idx mod 2 = 0 then
27: swap(prots[0], prots[1]) ⊲ Move the latest protection to prot.
28: return result

are initialized (lines 13 and 14). These implement the double buffer-
ing policy and should be declared outside the critical section as
they are shared across multiple executions of the critical section
body. Note that comp_idx always holds the index of pairs that have
complete states so that subsequent critical section can always select
an appropriately protected cursor and resume by validating it.

When the second critical section begins, it first revalidates the
target of the current backup protection (line 17), and upon success,
resumes traversal from that point. This revalidation is done by
calling the user-defined validate method of the Validatable trait.
As such, the revalidation steps are handled automatically by the
Traverse method once the user implements the Validatable trait.
The step function is called repeatedly in a loop protected by a
BRCU critical section (line 19). Following each step, Traverse
determines whether to create a new backup protection (line 21),
by protecting the current cursor using the next protector (line 22).
After successfully creating a checkpoint, it increments comp_idx,
permitting the use of the next protector (line 24). The critical section
concludes when the step function returns a Finish value (line 25).
With the protection in prot and returned value from Finish, the
caller may subsequently perform other higher-level operations, e.g.,
insertion and deletion, by dereferencing the acquired cursor.
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Algorithm 8 Harris-Michael list search with Traverse
1: struct ListCursor : Validatable + Copy

2: prev, cur: Node*

3: method validate()→ bool

4: return (*cur).next.load().tag() = 0

5: struct ListCursorProtector : Protector
6: prev, cur: Shield

7: type Cursor = ListCursor

8: function new()
9: prev = Shield::new(); cur = Shield::new()

10: method protect(cursor: &Cursor)
11: prev.protect(cursor.prev); cur.protect(cursor.cur)

12: thread-local variable
13: prot: ListCursorProtector ⊲ Two shields that protect prev and cur.
14: function TrySearch(key: Key)→ Option<(ListCursor, bool)>

15: (mask_prev_s, mask_cur_s)← (Shield::new(), Shield::new())

16: return Traverse(prot,
17: (𝜆. prev← ENTRY.load(); return { prev, (*prev).next.load() })
18: (𝜆 { prev, cur }. ⊲ step: advances one step.
19: if cur = ⊥ then return Finish({ prev, cur }, false)

20: next← (*cur).next.load()

21: if next.tag() ≠ 0 then
22: next← next.with_tag(0)

23: mask_prev_s.protect(prev); mask_cur_s.protect(cur)

24: succ←Mask(𝜆. ⊲ Abort-unsafe physical deletion
25: match (*prev).next.cas(cur, next)

26: case Ok then Retire(cur); return true

27: case Err then return false)
28: if succ then return Continue({ prev, next })

29: else return Fail

30: if (*cur).key ≥ key then
31: return Finish({ prev, cur }, (*cur).key = key)

32: return Continue({ cur, next })))

Example. Algorithm 8 re-implements the TrySearch function
from the prior example of Harris-Michael list (Algorithm 3) in HP-
BRCU. The interface of TrySearch remains almost the same, addi-
tionally returning the final ListCursor (i.e., prev and cur) (line 14).
The two closure arguments init and step correspond to InitCur-
sor and Steps in Algorithm 3, respectively. In addition, it provides
a validate method (line 3) as a trait Validatable implementation
for the ListCursor. The validation simply checks whether cur, the
pointer to be dereferenced in the step is marked. This method en-
ables Traverse to automatically validate the protected cursor after
rolling back by calling the validate method of the cursor (line 17
in Algorithm 7). With these arguments and trait implementation,
the Traverse function manages the entire traversal and periodic
checkpointing, ultimately returning the acquired and protected
cursor. It fails only if it observes that the cursor is invalidated after
rolling back. In case of failure, the client may need to retry the
traversal by recalling TrySearch, although such failures are rare
in practical workloads.

Additionally, the algorithm demonstrates the usage of themasked
region. It utilizes theMask function to attempt physical deletion
within a critical section (§4.2). This process comprises two parts.

First, it protects the local pointers with outliving shields, high-
lighted in yellow , to use in the masked region.6 Then, it performs
the physical deletion and retirement of the unlinked node within
Mask, highlighted in purple . Although the physical deletion pro-
cedure is abort-rollback-unsafe, it can be executed safely because
the abort-masking guarantees the sequence of unlinking and retire-
ment not to be interrupted midway.

5 ANALYSIS
Safety. We formalize the requirements on the body of the BRCU
phase discussed so far, including revalidation, as follows:
R1 Suppose 𝑝 is a pointer created before the body. After following

a link from 𝑝 to a target node, say 𝑞, it validates that 𝑝 is not
retired yet before dereferencing 𝑞.

R2 Suppose 𝑝 is a pointer created in the body. Then 𝑝 is safe to
dereference or protect (without validation) within the body.

R3 The body runs only abort-rollback-safe operations.
These requirements are essential in proving the safety of HP-BRCU.

Theorem 5.1 (BRCU’s Correctness). Suppose that a task is
scheduled and defer-executed. We say these events are 𝑒𝑠 and 𝑒𝑥 ,
respectively. Then for every critical section, whose start and end events

are 𝑒𝑓 and 𝑒𝑡 , we have either 𝑒𝑠
hb→ 𝑒𝑓 or 𝑒𝑡

hb→ 𝑒𝑥 .

Here, we assume C/C++ relaxed memory model and
hb→ is happens-

before relation. The theorem means that a task scheduled concur-

rently with a critical section (𝑒𝑠
hb
↛ 𝑒𝑓 ) is always deferred until its

end (𝑒𝑡
hb→ 𝑒𝑥 ). The statement is the same as the original RCU’s

correctness [33] but it additionally considers rollbacks.

Theorem 5.2 (HP-BRCU’s Safety). Suppose a data structure
meets the original HP’s requirements and HP-BRCU’s requirements
R1, R2, R3. Then it does not incur use-after-free.

The proofs formalize the key idea presented in §3 and §4, and the
correctness of the original HP [35, 36] (see the appendix [27] for
proofs).

Applicability. Table 1 summarizes the applicability of reclamation
schemes to various data structures. HP-BRCU is strictly more appli-
cable than the original HP because the requirement for revalidation
(§3.3) is more lenient than the original HP’s. In particular, it supports
optimistic traversal (§2.1): once the source is validated, then the
traversal from it is protected in the critical section even if the inter-
mediate nodes get deleted while traversal. Furthermore, HP-BRCU
surpasses DEBRA+ and NBR(+) in applicability thanks to resuming
after revalidation (§3.3). Specifically, resuming enables a traversal
with a critical section to start from arbitrary nodes, making HP-
BRCU applicable to data structures involving abort-rollback-unsafe
physical deletion during traversals. In our evaluation, HP-BRCU ap-
plies to the same set of data structures as VBR [45], HP++ [24], and
PEBR [25]. They all share the same strategy of aborting ongoing
operations, either by signal or by flag, and restarting the aborted
operations. Consequently, they apply to a data structure as long as
its operations can be recovered from abortion.
6Although cur is not dereferenced during a physical deletion, the protection is neces-
sary to prevent an ABA problem.
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Data structure
HP,
HE,
IBR

DEBRA+ NBR RCU

HP-RCU,
HP-BRCU,
VBR, HP++,

PEBR
linked list [21] ✗ ✗ ▲ ✓ ▲

linked list [19] ✗ * ✓ ✓ ✓

linked list [34] ✓ * ✗ ✓ ✓

partially ext. BST [14] ✗ ✗ ** ✓ ✓

ext. BST [16] ✓ * ✓ ✓ ✓

ext. BST [37] ✗ * ✓ ✓ ✓

ext. BST [15] ✓ * ✗ ✓ ✓

ext. BST [10] ✗ ✗ ▲ ✓ ▲

int. BST [23] ✗ * ✓ ✓ ✓

int. BST [42] ✗ ✗ ✗ ✓ ✓

partially ext. AVL [3] ✓ ✗ ✗ ✓ ✓

partially ext. AVL [14] ✗ ✗ ✗ ✓ ✓

ext. relaxed AVL [20] ✗ ✓ ✓ ✓ ✓

ext. AVL [5] ✗ ✓ ✓ ✓ ✓

patricia trie [44] ✗ * ▲ ✓ ▲

ext. chromatic tree [6] ✗ ✓ ✓ ✓ ✓

ext. (a,b)-tree [5] ✗ ✓ ✓ ✓ ✓

ext. interpol. tree [7] ✗ ✗ ✗ ✓ ▲

skip list [22] ▲ ✗ ✗ ✓ ▲

Table 1: Applicability of reclamation schemes. ✓: supported.
✗: not supported. ▲: supported but wait-freedom not preserved
(§5). *: requiring significant design effort for recovery. **: requiring
code restructuring to satisfy the scheme’s assumption.

The ERA theorem [46] posits that every robust and applicable
scheme is inherently not easy to integrate. The same holds for HP-
BRCU as it necessitates consideration for an operation restart due
to revalidation failures. However, we want to emphasize that its
impact on programmability and performance is limited because an
operation restart is already considered in the majority of concur-
rent data structures we are aware of, particularly to handle cases
where an operation fails to perform CAS at the linearization point.
Moreover, for programmability, we provide a high-level Traverse
function (§4.3) that does not require users to explicitly consider
inter-critical-section HP protection. In terms of performance, reval-
idation failures are much less likely than the original HP because
most traversals are performed inside BRCU.

Analysis. Our partial solution HP-RCU is already robust against
non-preempted long-running operations, provided that their RCU
phases have a bounded number of instructions. However, it is not
yet robust against stalled threads (§2.2). Even though a long tra-
versal is divided into multiple RCU phases, a thread can be stalled
within an RCU phase, blocking the reclamation process.

On the other hand, HP-BRCU is robust against stalled threads
as well, as both of its components HP and BRCU are robust. For-
mally, HP-BRCU bounds the number of retired and yet unreclaimed
garbage objects by 2𝐺𝑁 +𝐺𝑁 2 +𝐻 , where𝐺 = MaxLocalTasks×
ForceThreshold, 𝑁 is the number of threads, and𝐻 is the number
of shields. Recall from §4.1 that the number of the deferred tasks
scheduled by a thread in an epoch is bounded by𝐺 . The first term is
the garbages (𝐺) put in the two old BRCU epochs (2) by the threads
(𝑁 ), the second term is the garbages (𝐺) put in the same BRCU

epoch retired by all threads (𝑁 ) being reclaimed by each thread (𝑁 ),
and the third term is the explicitly HP-protected nodes (𝐻 ). While
the second term is quadratic on the number of threads, it is unlikely
to reach the bound in practice as it happens only in a pessimistic
case that every thread is reclaiming nodes at the same time (see §6).

Progress Guarantee. HP-BRCU preserves the lock-freedom of con-
current data structures despite its use of BRCU that possibly hinders
the progress. However, HP-BRCU does not preserve wait-freedom,
e.g., it makes Heller et al. [21], Herlihy and Shavit [22]’s wait-free
search just lock-free as traversal may be rollbacked indefinitely.

Theorem 5.3 (Lock-Freedom Preservation). Suppose a lock-
free data structure traverses and reclaims nodes using HP-BRCUmeth-
ods, and its operations allocate a bounded number of nodes. Then the
resulting data structure is also lock-free.

Proof. Suppose otherwise and there exists an infinite execu-
tion history of a data structure equipped with HP-BRCU where no
operations are finished successfully after some timestamp, say 𝑡0.

We first prove the finiteness of forced global epoch advancements
(line 32 in Algorithm 5) after 𝑡0. Suppose otherwise. Since each
forced advancement is performed by a thread with MaxTasks ×
ForceThreshold garbages (line 31) and puts at least these garbages
to an old epoch, the forced advancements collectively put an infinite
garbage to an old epoch. It is possible only if there are an infinite
number of allocations after 𝑡0. But it contradicts the assumption
that each operation allocates a bounded number of nodes, and thus
the whole program allocates a bounded number of nodes.

Let 𝑡1 > 𝑡0 be a timestamp after all rollbacks. By the lock-freedom
of the underlying data structure, at least one operation should
finish successfully after 𝑡1, contradicting the assumption that no
operations are finished after 𝑡0. □

6 EXPERIMENT
We implemented our technique as a Rust library and evaluated
it on a suite of synthetic benchmarks.7 The benchmark suite in-
cludes the following reclamation schemes: NR: baseline that does
not reclaim memory; RCU: epoch-based RCU [18, 19]; HP: haz-
ard pointers [35, 36] with asymmetric fence optimization [12, 13];
HP++: extension of HP for optimistic traversal [24]; PEBR: pointer-
and epoch-based reclamation [25]; NBR: optimized neutralization-
based reclamation (NBR+) [48]; NBR-Large: NBR+ with a high
reclamation threshold; VBR: version-based reclamation [45]; HP-
RCU: our partial solution with RCU-expedited traversal (§3); and
HP-BRCU: our full solution with RRCU-expedited traversal (§4).

The implementation of HP-RCU and HP-BRCU try advancing
the global epoch per 128 Retires, and HP-BRCU forces advancing it
after two successive unsuccessful advancements. For a fair compar-
ison, other schemes except for NBR-Large also trigger reclamation
per 128 retirements and per 8,192 retirements for NBR-Large8. We
implemented NBR and VBR on our own because there is no pub-
lic implementation in Rust, and used public implementation of
HP/HP++ [24], PEBR [25], and epoch-based RCU [11].

7Available at the project website [27].
8The original author’s implementation [47] triggers reclamation per 32,768 retirements.
However, we found that our configuration performs better in our benchmark.
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The benchmark suite consists of the following data structures:
HList: Harris’s list [19]; HMList: Harris-Michael list [34]; HH-
SList: Harris’s list [19] with wait-free get() [22]9;HashMap: chain-
ing hash table using HMList (for HP) or HHSList (for others) for
each bucket [34]; SkipList: lock-free skip list [22] with wait-free
get() for schemes other than HP; and NMTree: Natarajan-Mittal
tree [37]. We implemented data structures for applicable schemes
only, e.g., we did not implement HMList and SkipList for NBR.

The benchmark was compiled with Rust nightly-2023-12-19
with default optimization and link-time optimization. We used je-
malloc [17] to reduce contention on the memory allocator. We
conducted experiments on two dedicated machines: AMD64T:
single-socket AMD EPYC 7543 (2.8GHz, 32 cores, 64 threads) with
eight 32GiB DDR4 DRAMs (256GiB in total), and INTEL96T: dual-
sockets Intel Xeon Gold 6248R (3.0GHz, 48 cores, 96 threads) with
twelve 32GiB DDR4 DRAMs (384GiB in total). The machines run
Ubuntu 22.04 and Linux 5.15 with the default configuration. All ma-
chines exhibit similar results, so we discuss only those for AMD64T.
For the full experimental results, see the appendix [27].

Methodology. We measured throughput (operations per second)
and the peak number of retired yet unreclaimed objects for (1) vary-
ing number of threads: 1, 8, 16, 24, · · · , 128 (twice the number of
hardware threads); (2) four types of workloads: read-only (100%
reads), read-intensive (90% reads and 10% writes), read-write (50%
reads and 50% writes) and write-only (50% inserts and 50% deletes);
and (3) fixed time: 10 seconds. For map data structures, each thread
repeatedly calls get(), insert(), and remove()methods randomly. The
key ranges for lists are 1K and 10K, and the key ranges for others
are 100K and 100M. The data structures are pre-filled to 50%. Figure
5 and 7 show representative results from this map benchmark.

We evaluate the performance of long-running operations under
heavy reclamation by measuring the throughput of read operations
of lists (HMList for HP and HHSList for others) with big key ranges:
218, 219, · · · , 229. Specifically, 32 threads perform get() for random
elements, and the other 32 threads push and pop to the head of the
list. Figure 6 shows representative results from this long-running
operation benchmark.

Short-running operations. We observe that HP-BRCU has a per-
formance advantage over other robust schemes thanks to (1) no
per-node overhead in BRCU-expedited traversal, (2) optimistic tra-
versal, and (3) amortized cost of expensive signals.

Figure 5 presents the throughput of read-only workloads. The
thread oversubscription ranges are highlighted in red . For HH-
SList (Figure 5a), HP-BRCU performs comparably with RCU and
NBR, outperforming HP++, PEBR, and VBR with per-node over-
head of protection and/or validation. For HashMap (Figure 5b) with
a generally short traversal length of 1.7. HP and HP++ (without
per-operation cost) outperform RCU (with epoch management),
NBR (with signal management) and HP-BRCU (with both).

Figure 7 presents the throughput of workloads involving write
operations. In general, HP-BRCU performs comparably to (outper-
formed by 5% in the worst case) or outperforms RCU. For HList
(Figure 7a), the gap among all schemes reduces compared to the

9For HP-BRCU, VBR, HP++, PEBR, and NBR, get() is only lock-free due to roll-
back/recovery. The same applies to SkipList.

read-only workloads due to the heavy overhead of write and recla-
mation. However, NBR shows performance degradation after reach-
ing 56 threads due to frequent neutralization signals. For HashMap
and NMTree (Figure 7b and 7c), VBR takes the lead over EBR and
HP-BRCU. VBR benefits significantly from its customized memory
allocator, which does not return memory blocks to the operating
system. Conversely, the performance decline of NBR worsens, and
NBR-Large also demonstrates lower performance than others. For
SkipList (Figure 7d), HP, HP++, and PEBR’s performance is de-
graded due to the protection of multiple local pointers. In contrast,
HP-BRCU minimizes protection overheads by protecting pointers
only once at the end of a critical section. VBR also underperforms
in SkipList due to the overhead of double-word atomic pointers.

Across Figure 7a–7d, HP-BRCU effectively bounds the number
of unreclaimed nodes, showing a memory footprint comparable to
HP and HP++. The numbers are well below the theoretical bound
(§5) because its quadratic term happens only for pessimistic cases.

Long-running operations. Figure 6 compares the NR-normalized
throughput of long-running read operations with varying key
ranges. For large key ranges, NBR, VBR, and PEBR severely suf-
fer from frequent operation restarts as their rollback condition
is coarse-grained. In contrast, HP-RCU maintains both consistent
throughput and moderate memory footprint by splitting the long
operation into short RCU phases. Furthermore, HP-BRCU achieves
consistent and bounded memory usage by rolling back stalled
threads while preserving its high throughput.

7 RELATEDWORK
Table 2 summarizes the robustness and efficiency of various recla-
mation schemes. Only HP-BRCU is robust and efficient for long-
running operations at the same time. For instance, RCU [31, 32]
and Stamp-it [40] are efficient but not robust because the length of
a critical section is unbounded. IBR [50] is not robust against long-
running operations, as a thread may occupy an indefinite range
of epochs. PEBR [25], VBR [45], DEBRA+ [8] and NBR(+) [48, 49]
bound their memory footprints, but they starve in long-running
operations due to their coarse-grained rollback conditions (§2.3).
On the other hand, HP [35, 36], HP++ [24], and HE [43] are ro-
bust against long-running operations, thanks to their fine-grained
rollback conditions (i.e., validation based on the state of individual
nodes). However, they suffer from per-node overheads and HP and
HE are not widely applicable (§5). HP-BRCU strikes a balance in
this tradeoff: (1) its rollback condition is fine-grained because an
operation is validated by checkpointed nodes, and (2) it avoids
per-node overheads through BRCU-expedited traversals.

There are several variants of HP that partially overcome HP’s
drawbackswhile retaining robustness. IBR [50], HE [43], andHyaline-
1S [38] improve efficiency by validating protections with epoch,
which requires fewer fences. However, they do not support opti-
mistic traversal in general. PEBR [25] and HP++ [24] support opti-
mistic traversal. To do so, PEBR employs an ejection synchronization
protocol between traversing and reclaiming threads, which may
degrade the performance of long-running operations, and HP++
lets the retiring threads issue additional protections on behalf of
traversing threads. All HP variants inherit the inefficiency due to
per-node protection overhead.
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Figure 5: Throughput of read-only workloads for varying num-
ber of threads.

218 219 220 221 222 223 224 225 226 227 228 229

Key range

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Th
ro

ug
hp

ut
 ra

tio
 to

 N
R

(a) Throughput

218 219 220 221 222 223 224 225 226 227 228 229

Key range
0

5

10

15

20

25

30

35

Pe
ak

 u
nr

ec
la

im
ed

 b
lo

ck
s (

×1
0³

)

(b) Peak # of unrecl. blocks

Figure 6: Throughput and peak number of unreclaimed blocks
of long-running read operations.
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Figure 7: Throughput (million operations per second) and peak number of unreclaimed blocks for a varying number of threads.

criterion RCU HP, HP++ HE PEBR VBR IBR DEBRA+, NBR(+) HP-RCU HP-BRCU

robustness stalled threads ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓

long-running ops. ✗ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓

efficiency low per-node overhead ✓ ✗ ▲ ✗ ▲ ▲ ✓ ✓ ✓

starvation-freedom
in long-running ops. ✓ ▲ ▲ ✗ ✗ ▲ ✗ ▲ ▲

Table 2: Comparing the robustness and efficiency of various reclamation schemes. low per-node cost: ✓: none. ▲: usually validation
only. ✗: protection and validation; starvation-freedom in long-running ops.: ✓: no starvation. ▲: less starvation (fine-grained failure). ✗: more
starvation (coarse-grained failure).
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A SAFETY PROOF
We review the proof of the hazard pointer’s safety (Appendix A.1), and prove BRCU’s correctness (Appendix A.2) and HP-BRCU’s safety
(Appendix A.3) stated in §5. We first present our assumption on the underlying concurrency model.

Assumption 1 (Concurrency Model). We assume the underlying concurrency model satisfies the following properties:

• the model has the concept of happens-before relation (denoted by
hb→) that is a partial order on events;

• for a matching pair of release write, say𝑤 , and acquire read, say 𝑟 , we have𝑤
hb→ 𝑟 ;

• For a pair of SC fence invocations, say 𝑎 and 𝑏, we have either 𝑎
hb→ 𝑏 or 𝑏

hb→ 𝑎; and
• If a thread, say 𝑎, sends a signal to another thread, say 𝑏, then we have:

[𝑏’s suspension due to signal delivery]
hb→ [𝑎’s return from signaling system call] .

Our proof in this section works as far as the underlying concurrency model satisfies Assumption 1, which is indeed satisfied by a wide class
of models including the C/C++ model [28], Armv8/RISC-V model [41], and x86-TSO model [39] when combined with the POSIX model of
signals.

hb?→ stands for the reflexive closure of
hb→.

A.1 Hazard Pointers
Let 𝑝’s unprotection be the event that removes 𝑝 from shield, and 𝑝’s shield scan be the event that the shields are scanned for 𝑝’s reclamation
at line 14 in Algorithm 1.

Lemma A.1. Suppose a pointer, say 𝑝 , is retired and then reclaimed in hazard pointers. If [𝑝’s protection
hb→ 𝑝’s dereference

hb→ 𝑝’s unprotection]

and [𝑝’s protection
hb→ 𝑝’s shield scan], then [𝑝’s dereference

hb→ 𝑝’s reclamation] ( i.e., 𝑝 does not incur use-after-free).

Proof. We label the events of 𝑝’s protection- and reclamation-related events as follows:
• 𝑃1: 𝑝’s protection
• 𝑃2: 𝑝’s dereference
• 𝑃3: 𝑝’s unprotection
• 𝑅1: 𝑝’s shield scan (line 14)
• 𝑅2: 𝑝’s reclamation (line 14)

Here, we have 𝑃1
hb→ 𝑃2

hb→ 𝑃3 and 𝑃1
hb→ 𝑅1

hb→ 𝑅2. For 𝑅2 to pass its check, we have 𝑃2
hb→ 𝑃3

hb→ 𝑅1
hb→ 𝑅2, from which the conclusion is

immediate. □

Theorem A.2 (Hazard Pointer’s Safety of Validation). Suppose a pointer, say 𝑝 , is retired and then reclaimed in hazard pointers.

If [𝑝’s protection
hb→ SC fence

hb→ 𝑝’s validation
hb→ 𝑝’s dereference

hb→ 𝑝’s unprotection] and [𝑝’s retirement
hb
↛ 𝑝’s validation] ( i.e., 𝑝’s

reachability is validated), then [𝑝’s dereference
hb→ 𝑝’s reclamation].

Proof. We label the events of 𝑝’s protection- and reclamation-related events as follows:
• 𝑃1: 𝑝’s protection (e.g., line 7 in Algorithm 1)
• 𝑃2: SC fence (e.g., line 7)
• 𝑃3: 𝑝’s validation (e.g., line 9)
• 𝑅1: 𝑝’s retirement
• 𝑅2: SC fence in Reclaim (line 13)
• 𝑅3: 𝑝’s shield scan (line 14)

Here, we have 𝑃1
hb→ 𝑃2

hb→ 𝑃3 and 𝑅1
hb→ 𝑅2

hb→ 𝑅3.
By the strict ordering of SC fences, we have either 𝑃2

hb→ 𝑅2 or 𝑅2
hb→ 𝑃2. For the latter case, we have 𝑅1

hb→ 𝑅2
hb→ 𝑃2

hb→ 𝑃3, contradicting

the assumption. For the former case, we have 𝑃1
hb→ 𝑃2

hb→ 𝑅2
hb→ 𝑅3. From Lemma A.1, the conclusion is immediate. □

Theorem A.3 (Hazard Pointer’s Safety of Early Protection). Suppose a pointer, say 𝑝 , is retired and then reclaimed in hazard pointers.

If [𝑝’s protection
hb→ 𝑝’s dereference

hb→ 𝑝’s unprotection] and [𝑝’s protection
hb→ 𝑝’s retirement], then [𝑝’s dereference

hb→ 𝑝’s reclamation].

Proof. By Lemma A.1. □

Theorem A.2 and Theorem A.3 collectively mean hazard pointer’s safety: If every pointer is properly protected according to these
theorems, then data structure does not incur use-after-free error.
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A.2 Bounded RCU
Theorem A.4 (BRCU’s Correctness, Restatement of Theorem 5.1). Suppose that a task is scheduled and defer-executed. We say these

events are 𝑒𝑠 and 𝑒𝑥 , respectively. Then for every critical section, whose start and end events are 𝑒𝑓 and 𝑒𝑡 , we have either 𝑒𝑠
hb→ 𝑒𝑓 or 𝑒𝑡

hb→ 𝑒𝑥 .

Proof. Let 𝑇 be the thread that executes the critical section. We first label the events of the beginning of 𝑇 ’s critical section as follows:
• 𝐹1: Load, say E𝑓 , from the global epoch (line 16 in Algorithm 5)
• 𝐹2: Store E𝑓 to the local epoch (line 16)
• 𝐹3 (= 𝑒𝑓 ): Issue SC fence (line 16)
We then label the events of the scheduling event 𝑒𝑠 of a task as follows:
• 𝑆1 (= 𝑒𝑠 ): Issue the first SC fence (line 25)
• 𝑆2: Load, say E𝑠 , from the global epoch (line 25)
• 𝑆3: Issue the second SC fence (line 25)

By the strict ordering of SC fences, we have either 𝐹3
hb→ 𝑆1 or 𝑆1

hb→ 𝐹3. For the latter case, we have 𝑒𝑠 = 𝑆1
hb→ 𝐹3 = 𝑒𝑓 , from which the

conclusion is immediate. For the former case, we have 𝐹1
hb→ 𝐹3

hb→ 𝑆1
hb→ 𝑆2. From the coherence and the monotonicity of the global epoch

(only updated by CAS), we have E𝑓 ≤ E𝑠 .
We then label the events of the Defer invocation that executes the scheduled task as follows:
• 𝑋1: Issue the first SC fence (line 25)
• 𝑋2: Load E𝑠 + 1 from the global epoch (line 25)
• 𝑋3: Issue the second SC fence (line 25)
• 𝑋4: Load, say E𝑇 , from 𝑇 ’s local epoch (line 29)
• 𝑋5: Send signal to 𝑇 is the conditions are met (line 32)
• 𝑋6: Perform CAS on the global epoch from E𝑠 + 1 to E𝑠 + 2 (line 33)
• 𝑋7 (= 𝑒𝑥 ): Execute those tasks deferred at E𝑠 (line 34)

By the strict ordering of SC fences, we have either 𝑆1
hb→ 𝑋3 or 𝑋3

hb→ 𝑆1. For the latter case, we have 𝑋2
hb→ 𝑋3

hb→ 𝑆1
hb→ 𝑆2. From

the coherence and the monotonicity of the global epoch, we have E𝑠 + 1 ≤ E𝑠 , which is a contradiction. For the former case, we have

𝐹2
hb→ 𝐹3

hb→ 𝑆1
hb→ 𝑋3

hb→ 𝑋4. From the coherence of the local epoch, we have either E𝑓 ≤ E𝑇 or E𝑇 is unpinned. We prove 𝑒𝑡
hb→ 𝑋7 = 𝑒𝑥 by

a case analysis on the value of E𝑇 , from which the conclusion is immediate.

• If E𝑇 is unpinned, we have 𝑒𝑡
hb→ 𝑋4 from release-acquire synchronization. Then we have 𝑒𝑡

hb→ 𝑋4
hb→ 𝑋5 = 𝑒𝑥 .

• If E𝑇 ≤ E𝑠 , then 𝑇 must have been signaled at 𝑋5. From Assumption 1, we have 𝑒𝑡
hb→ 𝑋7 = 𝑒𝑥 .

• If E𝑇 > E𝑠 , we have E𝑓 ≤ E𝑠 < E𝑇 . Then we have 𝑒𝑡
hb→ [storing E𝑇 to 𝑇 ’s local epoch] hb→ 𝑋4

hb→ 𝑋7 = 𝑒𝑥 .
□

A.3 HP-BRCU
Lemma A.5 (Reachability inside CriticalSection). Suppose an HP-BRCU’s CriticalSection invocation reaches a node, say 𝑞, inside its

body, and the critical section’s start and end events are 𝑒𝑓 and 𝑒𝑡 , respectively. Then𝑞 is not HP-BRCU-retired before 𝑒𝑓 , or [𝑞’s HP-BRCU-retirement]
hb
↛

𝑒𝑓 in short.

Proof. We prove by induction on the length of the traversal to 𝑞 inside the critical section.
For the base case, assume that 𝑞 is the first node to traverse inside the critical section. If 𝑞 was traversed from data structure en-

try points, then the conclusion is immediate. Otherwise, 𝑞 was traversed from a local pointer, say 𝑝 , protected before 𝑒𝑓 . We have

[𝑝’s HP-BRCU-retirement]
hb
↛ 𝑒𝑓 by the assumption on 𝑝 . If [𝑞’s HP-BRCU-retirement]

hb→ 𝑒𝑓 , from the link from 𝑝 to 𝑞 retrieved after 𝑒𝑓 ,

we have [𝑝’s HP-BRCU-retirement]
hb?→ [𝑞’s HP-BRCU-retirement]

hb→ 𝑒𝑓 , contradicting the assumption.
For the inductive case, assume that the traversal to 𝑞 first traverses to 𝑝 and then follows a link from 𝑝 to 𝑞. By induction hypothesis, we

may further assume that [𝑝’s HP-BRCU-retirement]
hb
↛ 𝑒𝑓 . If [𝑞’s HP-BRCU-retirement]

hb→ 𝑒𝑓 , from the link from 𝑝 to 𝑞 retrieved after 𝑒𝑓 ,

we have [𝑝’s HP-BRCU-retirement]
hb?→ [𝑞’s HP-BRCU-retirement]

hb→ 𝑒𝑓 , contradicting the assumption. □

Corollary A.6 (No Retired Nodes inside CriticalSection). Suppose an HP-BRCU’s CriticalSection invocation reaches a node, say 𝑞,

inside its body, and the critical section’s start and end events are 𝑒𝑓 and 𝑒𝑡 , respectively. If 𝑞 is HP-retired, then we have 𝑒𝑡
hb→ [𝑞’s HP-retirement].
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Proof. From Theorem A.4, we have either ([𝑞’s HP-BRCU-retirement]
hb→ 𝑒𝑓 ) or (𝑒𝑡

hb→ [𝑞’s HP-retirement]). For the former case, from

Lemma A.5, we have [𝑞’s HP-BRCU-retirement]
hb
↛ 𝑒𝑓 , which is a contradiction. For the latter case, the conclusion is immediate. □

Theorem A.7 (HP-BRCU Safety of Dereference in Critical Section). Suppose HP-BRCU’s requirements R1, R2, R3 are met; and a

pointer, say 𝑝 , is retired and then reclaimed in HP-BRCU. If a 𝑝’ dereference in a BRCU critical section, then [𝑝’s dereference
hb→ 𝑝’s reclamation].

Proof. Let 𝑒𝑓 and 𝑒𝑡 be the start and end events of the critical section, respectively. From the assumption that 𝑝 is reached in the critical
section and Corollary A.6, we have:

𝑝’s dereference
hb→ 𝑒𝑡

hb→ 𝑝’s HP-retirement
hb→ 𝑝’s reclamation .

□

Theorem A.8 (HP-BRCU Safety of Protection in Critical Section). Suppose HP-BRCU’s requirements R1, R2, R3 are met; and a

pointer, say 𝑝 , is retired and then reclaimed in HP-BRCU. If [𝑝’s protection
hb→ 𝑝’s dereference

hb→ 𝑝’s unprotection] and 𝑝’s protection is in a

BRCU critical section, then [𝑝’s dereference
hb→ 𝑝’s reclamation].

Proof. Let 𝑒𝑓 and 𝑒𝑡 be the start and end events of the critical section, respectively. From the assumption that 𝑝 is later dereferenced, 𝑝 is

successfully protected during critical section, so we have [𝑝’s protection]
hb→ 𝑒𝑡 . From the assumption that 𝑝 is reached in the critical section

and Corollary A.6, we have 𝑒𝑡
hb→ [𝑝’s HP-retirement]. From above and Theorem A.3, the conclusion is immediate. □

Theorem A.2, Theorem A.3, Theorem A.7, and Theorem A.8 collectively mean HP-BRCU’s safety (Theorem 5.2): If every pointer is
properly protected according to these theorems, then data structure does not incur use-after-free error.
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B AMD64T FULL EXPERIMENTAL RESULTS
B.1 Small Key Ranges (1K for Lists and 100K for Others)
B.1.1 Write-only Workloads.

NR RCU HP HP++ HP-RCU HP-BRCU PEBR NBR NBR-Large VBR
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Figure 8: Throughput (million operations per second) of write-only workloads for a varying number of threads.
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Figure 9: Peak number of unreclaimed blocks of write-only workloads for a varying number of threads.
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B.1.2 Read-write Workloads.
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Figure 10: Throughput (million operations per second) of read-write workloads for a varying number of threads.
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Figure 11: Peak number of unreclaimed blocks of read-write workloads for a varying number of threads.
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B.1.3 Read-intensive Workloads.

NR RCU HP HP++ HP-RCU HP-BRCU PEBR NBR NBR-Large VBR
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Figure 12: Throughput (million operations per second) of read-intensive workloads for a varying number of threads.
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Figure 13: Peak number of unreclaimed blocks of read-intensive workloads for a varying number of threads.
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B.1.4 Read-only Workloads.

NR RCU HP HP++ HP-RCU HP-BRCU PEBR NBR NBR-Large VBR
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Figure 14: Throughput (million operations per second) of read-only workloads for a varying number of threads.
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B.2 Large Key Ranges (10K for Lists and 100M for Others)
B.2.1 Write-only Workloads.
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Figure 15: Throughput (million operations per second) of write-only workloads for a varying number of threads.
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Figure 16: Peak number of unreclaimed blocks of write-only workloads for a varying number of threads.
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B.2.2 Read-write Workloads.
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Figure 17: Throughput (million operations per second) of read-write workloads for a varying number of threads.
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Figure 18: Peak number of unreclaimed blocks of read-write workloads for a varying number of threads.
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B.2.3 Read-intensive Workloads.
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Figure 19: Throughput (million operations per second) of read-intensive workloads for a varying number of threads.
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Figure 20: Peak number of unreclaimed blocks of read-intensive workloads for a varying number of threads.
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B.2.4 Read-only Workloads.

NR RCU HP HP++ HP-RCU HP-BRCU PEBR NBR NBR-Large VBR
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Figure 21: Throughput (million operations per second) of read-only workloads for a varying number of threads.
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B.3 Long-Running Operations
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Figure 22: Throughput (million operations per second) and peak number of unreclaimed blocks of long-running read operations.
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C INTEL96T FULL EXPERIMENTAL RESULTS
C.1 Small Key Ranges (1K for Lists and 100K for Others)
C.1.1 Write-only Workloads.
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Figure 23: Throughput (million operations per second) of write-only workloads for a varying number of threads.
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Figure 24: Peak number of unreclaimed blocks of write-only workloads for a varying number of threads.
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C.1.2 Read-write Workloads.
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Figure 25: Throughput (million operations per second) of read-write workloads for a varying number of threads.
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Figure 26: Peak number of unreclaimed blocks of read-write workloads for a varying number of threads.
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C.1.3 Read-intensive Workloads.
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Figure 27: Throughput (million operations per second) of read-intensive workloads for a varying number of threads.
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Figure 28: Peak number of unreclaimed blocks of read-intensive workloads for a varying number of threads.
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C.1.4 Read-only Workloads.
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Figure 29: Throughput (million operations per second) of read-only workloads for a varying number of threads.
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C.2 Large Key Ranges (10K for Lists and 100M for Others)
C.2.1 Write-only Workloads.
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Figure 30: Throughput (million operations per second) of write-only workloads for a varying number of threads.
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Figure 31: Peak number of unreclaimed blocks of write-only workloads for a varying number of threads.
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C.2.2 Read-write Workloads.
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Figure 32: Throughput (million operations per second) of read-write workloads for a varying number of threads.
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Figure 33: Peak number of unreclaimed blocks of read-write workloads for a varying number of threads.
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C.2.3 Read-intensive Workloads.
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Figure 34: Throughput (million operations per second) of read-intensive workloads for a varying number of threads.
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Figure 35: Peak number of unreclaimed blocks of read-intensive workloads for a varying number of threads.
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C.2.4 Read-only Workloads.
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Figure 36: Throughput (million operations per second) of read-only workloads for a varying number of threads.
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C.3 Long-Running Operations
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Figure 37: Throughput (million operations per second) and peak number of unreclaimed blocks of long-running read operations.
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